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Abstract - Numerous efforts “have been made over the past years to develop automated proc
of land use maps from remotely sensed multispectral data. Despite best efforts, the situati

I preparation

is a considerable gap between the needs and availability due to newer data with spatial
resolution. In this study, we used both supervised and unsupervised technique to class mote sensing
(IRS P6) LISS IV satellite imagery of Jaipur city (13 October 2008) by multi mog omparative
analysis of Simple, Fuzzy logic and ANN type of classification to identifying with regard to
differences in spectral and spatial resolutions. The performance of differen icati thod"was evaluated in

/land cover classes of
assification technique
ent accuracy, and Adaptive

terms of accuracy. It was found that LISS 1V datasets can be classified up
NRSC. The results obtained by comparative analysis are in terms of acc
achieves 88 per cent accuracy, Fuzzy classification technique achieves
Neuro-Fuzzy Inference System technique achieves 95.04 per ce

to cIaSS|fy surface water bodies and Built Up and
c&)n but separability of each class is
better than other classification method. Further improvem e to use a combination of classification
techniques to develop automated proceduresgfor i ps from remotely sensed multispectral

data.
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1. INTRODUCTION

Several researches have been ma
use maps from remotely sensed Despite best efforts, the situation is still one where there is a
bility due to newer data with higher spectral and spatial resolution.
d severe limitations when dealing with the information content of

ively highlight the rich information present in image data, researchers are

Contemporary image anal
high resolution imager:

research focusi
environmental a
challengin
sensed data,

applications. Classifying remotely sensed data into a thematic map is very
ctors, such as the complexity of the landscape in a study area, selected remotely
processing and classification approaches, may affect the success of a classification. Many
pproaches, such as artificial neural networks, fuzzy sets, and expert systems have been
classification. Combination of different classification approaches is more helpful in the
enhancement o ification accuracy.

Multispectral image classification is the process of sorting pixels into a finite number of individual classes or
categories of data, based on their data file values. If a pixel satisfies a certain set of criteria, the pixel is assigned to
the class that corresponds to those criteria. This process is also referred to as image segmentation. The major steps of
image classification may include determination of a suitable classification system, selection of training samples,
image preprocessing, and feature extraction, selection of suitable classification approaches, post-classification
processing, and accuracy assessment. The two main techniques for image classification are supervised and
unsupervised classification techniques. Unsupervised classification technique, classifies the image automatically by
finding the clusters based on certain criterion. On the other hand in supervised classification technique the location
and the identity of some cover type, for example urban, forest, and water are known before. The data is collected by
a field work, maps, and personal experience. The analyst tries to locate these areas on the remotely sensed data.
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These areas are known as “training sites”. An analyst can guide a classifier with the help of these training sites to
learn the relationship between the data and the classes. This manual technique of selecting training sets could be
difficult when ground truth is not available.

2. STUDY AREA

The Jaipur district of Rajasthan state in India is chosen as the study area in this work as shown in Fig.1. The study
area is situated in the eastern part of Rajsthan and lies between 26°42'N to 26°55'5"N latitude, 72°43' E to 75°56'4"
E longitude and at 432 meters above the sea level. The total area covered 528 square kilometers. Jaipur city also
popularly known as the 'Pink City” and is the capital city of the Indian state Rajasthan.

yyyyy

ity, R 8)
Fig. 2.1 Location of Study Area

3. LITE W

done on the satellite image classification. Ashwini T. Sapkal et al. 2006 [16] have
ifferent algorithms namely K-means algorithm and back propagation algorithm of ANN for
segmentation an ssification of satellite images. They have used wide database of images to test both the
algorithms. Madhubala, M. et al., 2010 [9] have done pixel based classification of LISS-III satellite image into
different classes. They classify each pixel of the satellite image into three belonging classes, using a neural network
back propagation technique. In this study the error between desired output and actual output is also calculated by
obtaining error matrix.

Soo Beom Park, Jae Won Lee, Sang Kyoon Kim [4] used neural network for content-based image classification. In
this study, they propose a method of content-based image classification using a neural network. The images for
classification are object images into foreground and background. To deal with the object images efficiently, in the
preprocessing step they extract the object region using a region segmentation technique. Features for the
classification are shape-based texture features extracted from wavelet-transformed images. The neural network
classifier is constructed for the features using the back-propagation learning algorithm. Among the various texture
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features, the diagonal moment was the most effective. A test with 300 training data and 300 test data composed of

10 images from each of 30 classes show classification rates of 81.7 per cent and 76.7 per cent correct, respectively.

Alexsandro Machado Jacob at el. [3] has done the SAR Image Classification using Supervised Neural Classifiers. In
this study he investigate about four supervised neural classifiers based on the Minkovski-r error and the modified
Fisher criterion is evaluated to classify a double textured SAR amplitude image. Regions around pre-classified
pixels are presented to train the neural network that learns a sub-optimal set of masks via back propagation
algorithm. Classification performance is evaluated using kappa statistics. The neural classifiers showed almost the
same performance for different window mask sizes and training samples. However, the Minkovski-r=1. 1 error
showed a slightly better performance than the others, and best results are obtained when the neural classified image
is followed by an erosion process via Median filter. The results outperformed the classification performance of two
statistical classifiers: the Minimum Bayes error and the Kullback-Liebler distance.

There is another study of Samy Sadek, Ayoub Al-Hamadi, Bernd Michaelis, Usama Sa . roposed a
new supervised method for color image classification based on multi-level sigmoid

the proposed method, they compare the MSNN model with the traditional Sigmo
Results of comparison have shown that the MSNN model performs bette n
context of training run time and classification rate. Both color momentsfand mu
technique are used to extract features from images. They also tested the osed me
synthetic images.

Many advanced image classification approaches, such as artifi

I neural networks, fuzzy sets, and expert systems

er* classification approaches is more
e used four techniques for the IRS P6
0 evaluate the comparative performance

helpful in the enhancement of classification accutacy. | study we
LISS-IV Image classification of Jaipur City, gjas dia a
of all the techniques in terms of accuracy.‘ N

4. METHODOLOGY

The complete method of classificatiog using al teCRhigues is shown in the form of flow chart and also in
detailed heads.

mparative analysis of Unsupervised, Supervised, Fuzzy logic and
he overall process of this study can be summarized as flow diagrams

4.1 FLOW CHART

Collection of Satellite image: IRS P6 LISS IV of Jaipur City

A 4

[ Satellite Image ]

Classification
]

v v v

Unsupervised
Classification

Supervised
Classification

Fuzzy Logic
Classification

ANN
Classification

Accuracy
Assessment

Accuracy
Assessment

Accuracy
Assessment

Accuracy
Assessment

Comnarison Analvsis |

Fig. 4.1 Flow Chart of overall Process
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4.2 IMAGE CLASSIFICATION

Image classification refers to the extraction of different classes or themes, usually land cover and land-use
categories, from raw remotely sensed digital satellite data. The information contained in a remotely sensed image
which can be used to conduct image classification includes spectral pattern, spatial pattern and temporal pattern. For
this study four standard methods of image classification were used:

» Unsupervised Classification

» Supervised Classification

» Fuzzy Logic Based Classification
» Neural Network Classification

Land cover classes of the study area were mainly defined in accordance with the Manual of Na nd Use Land
Cover Mapping Using Multi-Temporal Satellite Data (NRSA 2006). The land use/land co
proposed with multi-level hierarchic configuration, with each higher level containin
specificity. In the first level, general land cover types are built up land, agriculture land,

divided into subclasses, for instance water bodies are subdivided into rivers, cana
the third level the land covers are further divided into more detailed classe
dry, etc. Table 1 depicts the level of classes used for land cover classifi
use/land cover sought in this study were mainly those of the First level,
mapped.

Table 4.1 Levels of land cover classes used f of the study area

No. First Level Third Level
1. Built up land
’ Industrial
2. Agriculture Ian‘ ropland
Fallow land
3. Forest Evergreen Dense
Open
4, Forest River Dry/Perennial
‘ Water

ze training data as the basis for classification. Rather, this family of
examine the unknown pixel in an image and aggregate them into a number of

classes based o s or cluster present in the image value. It perform very well in case where the

values within a type are close together in the measurement space, data in different classes are
comparativ is classification technique we have performed in ERDAS Imagine software.

Unsupe 0 not consider training data as the basis for classification. These classifiers examine the
unknown pi age and aggregate them into a number of classes based on the natural groupings or clusters

present in the im alues. The “K-means” approach accepts the number of clusters to be located in the data, from
the analyst. The algorithm then arbitrarily locates number of cluster centers in the multidimensional measurement
space. Each pixel in the image is next assigned to the cluster whose arbitrary mean vector is closest. After all pixels
have been classified in this manner, revised mean vectors for each of the clusters are computed. The revised means
are used as the basis to reclassify the image data. The procedure continues until there is no significant change in the
location of class mean vectors between successive iterations of the algorithm. When this point is reached, the analyst
determines spectral signatures identity of each spectral class. The results of separability analysis for LISS IV data
are shown in Table 2.
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Table 4.2 Separability analysis of LISS IV image of the study area

Distance measure: Transformed Divergence
Using layers: 12 3

Taken 3 at a time

Best Average Separability: 1911
Combination: 12 3

Signature |1 2 3 4 5 6 7 8
Name

Open 0 1272 1879 2000 1808 2000 1996 2000
Land

Sandy 1272 0 2000 1997 2000

Area

Shadow 1879 2000 0 2000 2000

Crop 2000 1997 2000 0 1732

Land

Road 1808 2000 2000 1732 0

Water 2000 2000 1857 2000 2000

Bodies

Built Up 1996 2000 2000 1999 1958

Open 2000 1999 1994 2000 2000

Forest

Maximum Likelihood Classifier: For classifying a pixel, t ifie
and covariance of the spectral response of an identified
points constituting the data representing a p

classification system and sufficient number‘ tr

antitatively evaluates the variance
istribution is assumed for the cloud of
esand and Kiefer 1999). A suitable

(Hubert-Moy et al. 2001, Chen and Sto 02, ther 2004). Most image processing applications
provide the per-pixel based classification option. i assification methods assign a pixel to a class
according to the spectral similarities acros indicated by the user. Class separability using
transformed divergence and feature space analysi performed on the LISS IV datasets (Tables 4). In

transformed divergence a value of 2
lesser separability. The results of

rability. Decreasing values indicate correspondingly
IV data are shown in Table 3.

Distance measure: Tr.
Using layers: 12 3
3 4 5 6 7 8
2000 2000 2000 2000 2000 2000
2000 1932 2000 2000 2000 1997
Shadow 2000 2000 0 2000 2000 1958 2000 1994
Crop 2000 2000 2000 0 1993 2000 1999 2000
Land
Road 2000 2000 2000 1993 0 2000 1660 2000
Water 2000 2000 1958 2000 2000 0 2000 2000
Bodies
Built Up 2000 2000 2000 1999 1660 2000 0 2000
Open 2000 1997 1994 2000 2000 2000 2000 0
Forest
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4.2.2 SUPERVISED CLASSIFICATION

Supervised classification refers to a class of methods used in the quantitative analysis of remote sensing image data.
These methods require that the user provide the set of cover types in the image e.g., water, Built Up, deciduous
forest, etc. as well as a training field for each cover type. The training field typically corresponds to an area in the
image that contains the cover type, and the collection of all training fields is known as the training set or ground-
truth data. The ground-truth data is then used to assign each pixel to its most probable cover type. The quality of a
supervised classification depends on the quality of the training sites. All the supervised classifications usually have a
sequence of operations that must be followed. 1. Defining of the Training Sites. 2. Extraction of Signatures. 3.
Classification of the Image. The training sites are done with digitized features. Usually two or three training sites are
selected. The more training site is selected; the better results can be gained. This proced ssures both the

4.2.3 FUZZY LOGIC CLASSIFICATION

Over the past few decades, fuzzy logic has been used in a wide range of pro
is relatively young theory, the areas of applications are very wide: pr
making, operations research, economies and most important, pattern rec
simple’ black” and ‘white’ answers is no longer satisfactory enough; a de
Zadeh in 1965) became a new way of solving the problems.
membership. An element of a fuzzy set can be full member (100% membership) or a partial member (between 0%
and 100% membership). That is, the membership value as meRk is no longer restricted to just two
values, but can be 0, 1 or any value in-between. ich defines the degree of an element's
membership in a fuzzy set is called member, 'p . ription of problems, in linguistic terms,
rather than in terms of relationships between i ues is the major advantage of this theory. In this
study we have used Sugeno model and‘amed i Fuzzy Inference System (ANFIS) technique
based fuzzy logic and done in MATLAB soft

ANFIS Model: Adaptive Neuro-Fuzzy Inferenc NFIS) is one of the most successful hybrid modeling
technique which combines the adaptl i ilitydof Artificial Neural Network (ANN) along with the
intuitive Fuzzy logic (FL) into a i nput/output dataset, the ANFIS generates the fuzzy
mference system (FIS) using grl tech e and membership functions parameters are adjusted (tuned)
sing either a back propagation algorithm or in combination with least
We use the adaptive Neuro-fuzzy inference system (ANFIS) which
te rules and adjust membership function parameters to fit the training
FIS are Gaussian functions for inputs and constant functions for output.

squares type method (hybri
use the back propagati
data. The membership

We train our Al hs.

Fuzzy logi ilation of functions built on the MATLAB® numeric computing environment and
provides too ting and editing fuzzy inference systems within the framework of MATLAB. Depending on
the ty ning and “if- then” rules, Sugeno’s fuzzy model, the output of each rule is a linear

iables plus a constant term or purely constant, because membership function of output
variable are on ar or constant type and the final output is the weighted average of each rule’s output. In our
case we chose the Gaussian membership function for the output variable. The ANFIS is like a fuzzy inference
systems, except that here by using a learning algorithm (either a back propagation alone or in combination with a
least squares estimation) the parameters of input and output membership function of a fuzzy inference system
constructed by ANFIS, have been tuned (adjusted) automatically based on the training data until reach the optimal
solution.

Fuzzy inference is the process of formulating the mapping from a given input to an output using fuzzy logic. The
process of fuzzy inference involves: membership functions, fuzzy logic operators and if-then rules. Sugeno-type
systems can be used to model any inference system in which the output membership functions are either linear or
constant. This fuzzy inference system was introduced in 1985 and also is called Takagi-Sugeno-Kang. Sugeno
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output membership functions (z, in the following equation) are either linear or constant. A typical rule in a Sugeno
fuzzy model has the following form:

IF Input 1 = x AND Input 2 =y, THEN Qutputisz=ax+ by +c¢

For a zero-order Sugeno model, the output level z is a constant (a=b =0).In this project we use Sugeno-type Fuzzy
inference system.

4.2.4 ARTIFICIAL NEURAL NETWORK (ANN) CLASSIFICATION

Artificial Neural Network is a parallel distributed processor that has a tendency for storing experimental knowledge.
Satellite image classification using neural networks is done by texture feature extraction and then applying the back
propagation algorithm. These networks usually organize their units into several layers. The fi r is called the
input layer, the last one is the output layer. The intermediate layers are called the hidden |
be analyzed is fed to the neurons of the first layer and then propagated to the next layer
Each unit receives some information from other units and processes this information, w i converted into
the output of the unit. The goal of the network is to learn or to discover some assggiatio
patterns, or to analyze, or to find the structure of the input patterns. The learni 888, i ieved through the
modification of the connection weights between units.

4.3 SOFTWARE USED

In this whole study we used four softwares for the classification ofgdifferent fe atellite data
» ERDAS Imagine 10
» MATLAB
» ENVIA47 ‘
» ArcGIS 10
4.4 DATA PREPARATION ‘

IRS-P6 LISS-IV (RESOURCESAT) is a hig op ensor which covers comparatively narrow region
of Electromagnetic radiation which starts from thepvisi nd ends up-to near infrared by 3 spectral bands. All three
bands of the IRS — P6 LISS-IV image i egion have a spatial resolution of 5.8 m (~6 m). In this
project, we have made use of land co m remote sensing for experimentation. The IRS-P6
LISS-IV (Indian Remote Sensin i nning Sensor 1V) multispectral sensor operating in
bands Visible and NIR with m (multispectral mode). The dataset consists of 4993 x 5290 pixels
and covers Jaipur, Rajasth@n. of using this dataset is the availability of the referenced image
produced from field suryey, Whi for the accuracy purpose in this research.

Selection of traini ining data extraction is a critical step in a supervised image classification process.
As the success i i hly depends on the quality of the training data, these must be selected from the
regions represent nd cover classes under investigation. Data should thus be collected from relatively
homogeneo f those classes. The collection of training data is generally a time consuming and

volves strenuous field surveys and accumulation of reference data from various sources.
) training data set is kept small. Nevertheless, the number of pixels constituting the training
data set must e enough to accurately characterize the land cover classes. As a rule of thumb, the number of
training pixels foreach class may be kept as 30 times the number of bands under consideration (Mather, 1999).

The number of training samples for each class was chosen in proportion to the area covered by the respective classes
on the ground. First, the image was visually interpreted on screen based on the characteristics and the previous
knowledge of the study area to delineate eight land cover classes. Wherever there appeared to be confusion in
identifying the classes, these were verified in the field. The image derived land cover information was used to
demarcate training areas on LISS IV image. The quality of training areas, thus identified, was evaluated through
histogram plots. Majority of training areas were normally distributed having single peak.

4.5 ACCURACY ASSESSMENT
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Once a satellite image has been classified, the accuracy is computed by comparing it with desired output, which is
produced manually. To determine the accuracy of classification, a sample of testing pixels is selected on the
classified image and their class identity is compared with the reference data (ground truth). The choice of a suitable
sampling scheme and the determination of an appropriate sample size for testing data play a key role in the
assessment of classification accuracy (Arora and Agarwal, 2002).The pixels of agreement and disagreement are
generally compiled in the form of an error matrix. It is a ¢ x ¢ matrix (c is the number of classes), the elements of
which indicate the number of pixels in the testing data. The columns of the matrix depict the number of pixels per
class for the reference data, and the rows show the number of pixels per class for the classified image. From this
error matrix, a number of accuracy measures such as overall accuracy, user’s and producer’s accuracy, may be
determined (Congalton, 1991).

of the elements
the correct

ixel (i, j) in

Overall accuracy is computed by dividing the total number of correctly classified pixels (the
along the main diagonal) by the total number of reference pixels. The overall accuracy is calculate
number of agriculture, urban and water body pixels present in the actual output. The outp
the actual output is compared with its class in the desired output. If both match, then
classified. This is used to obtain the correct number of agriculture, urban and water b i nce they are
known, their sum is divided by the total number of pixels, to obtain the accuracy.

5. RESULTS AND DISCUSSION

5.1 UNSUPERVISED CLASSIFICATION

IRS-P6 LISS IV dataset are classified using K-Means algori d Classification in ERDAS
imagine. The “K-means” approach accepts the number of clus d in the data, from the analyst. The
al measurement space. Each pixel
is closest. After all pixels have been
omputed. Fig. 3 shows classified image

in the image is next assigned to the cluster whgse arb
classified in this manner, revised mean vectggs for
of LISS-1V (13 October 2008) of Jaipur d&rl by

Ay
&

Legend

Il water bodies & Shadow
Il Open Forest

I sandy area

["] Road

[ Crop Land

I Built Up
I openland 0 5001,000 2,000 km
e

Fig. 5.1 Classified images of LISS IV by Unsupervised Classification

WWW.ijtrs.com
WwWw.ijtrs.org



ISSN No.: 2454- 2024 (online)

N

1 JTRS

imtermation! journal of technical
research &

fffff International Journal of Technical Research & Science

Accuracy assessment: For IRS-P6 LISS IV dataset stratified random sampling methods were used for assessment
of the accuracy. This result indicates that built up and roads shows very less separability. In this dataset Shadow and
Water Bodies also show less separability. Other Classes are fully distinguishable in this dataset. The overall
classification accuracy was 88.00 per cent and kappa coefficient is 0.83.

5.2 SUPERVISED CLASSIFICATION

For Supervised Classification of IRS-P6 LISS IV dataset Maximum Likelihood Classifier are used. For classifying a
pixel, the MLC classifier quantitatively evaluates the variance and covariance of the spectral response of an
identified class. A Gaussian distribution is assumed for the cloud of points constituting the data representing a
particular training set (Lillesand and Kiefer 1999).This classifier is based on the decision rule that the pixels of
unknown class membership are allocated to those classes with which they have the t likelihood of
membership (Foodyet al., 1992).

Classified image of LISS-I1V (13 October 2008) of Jaipur district by MLC algorithm an
by a particular class are shown in Fig. 4.

Legend

I Open Forest

I Open Land

Bl Shadow

I Crop Land

I Sandy Area

B Vater Bodies

[T Road 0 5001,000 2,000 km
I Built Up I

Fig. 5.2 Classified images of LISS IV by Supervised Classification

Accuracy assessment of ML: For LISS IV dataset stratified random sampling methods also were used for
assessment of the accuracy. This result indicates that built up and roads shows very less separability. In this dataset
Shadow and Water Bodies show more separability then unsupervised Classification. Other Classes are fully
distinguishable in this dataset. The overall classification accuracy was 88.00 per cent and kappa coefficient is 0.83.

5.3 FUZZY LOGIC CLASSIFICATION

Creation of the membership functions for the output variables is done in the similar manner. Since this is Sugeno-
type inference (precisely, zero-order Sugeno), constant type of output variable fits the best to the given set of
outputs (land classes). When the variables have been named and the membership functions have appropriate shapes
and names, everything is ready for writing down the rules. Based on the descriptions of the input (green, red and
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NIR channels) and output variables (water, Open Land, Open Forest, Built Up, Roads, Sandy Area, Shadow, crop
Land), the rule statements can be constructed in the Rule Editor. Fuzzy Rules for image classification procedure in
verbose format are as follows:

IF (GREEN is mfl) AND (RED is mf1) AND (NIR is mf1) THEN (Class is Open Forest)
IF (GREEN is mf2) AND (RED is mf2) AND (NIR is mf2) THEN (Class is Open Land)
IF (GREEN is mf3) AND (RED is mf3) AND (NIR is mf3) THEN (Class is Shadow)

IF (GREEN is mf4) AND (RED is mf4) AND (NIR is mf4) THEN (Class is Crop Land)
IF (GREEN is mf5) AND (RED is mf5) AND (NIR is mf5) THEN (Class is Sandy Area)
IF (GREEN is mf6) AND (RED is mf6) AND (NIR is mf6) THEN (Class is Water Bodies)
IF (GREEN is mf7) AND (RED is mf7) AND (NIR is mf7) THEN (Class is Road)

IF (GREEN is mf8) AND (RED is mf8) AND (NIR is mf8) THEN (Class is Built Up)

A simple diagram with the names of each input variable (green, red and NIR channel) a
variable (water Bodies, Open Land, Open Forest, Built Up, Roads, Sandy Area, Shadow
Fig. 5. The Membership Function Editor is used to display the model and edit all memfership

with all of the input and output variables for the entire fuzzy inference system Fig..5(a),
shown in Fig. 5(b) and surface viewer in Fig. 5(c) .

) FIS Editor: FuzzyHs fEX ) Rule Viewer: Fuzzytis
File Edit View File Edt View Options
| Green=59.5 Red=55 NR =31 outputt =0.591
Green \ 4 r==__| |— | l//—- | II |
2] B M|
O O Y O
T T
= s L [
|FIS Name: FuzzyHS FIS Type: sugeno | 5 I/z_| ril | 1 |
‘And method prod | | current variatie Pl E ] L ] I I]
- =l =l \'e|o o /& 1
228 — ST 57 B2 54 56 30 32
) Range (57 62] 0.0375 1.087
Aggregation
Defuzzification e 7;‘ Help ] T I |\ Ilnpm: “555 53] ‘ "le points: ;Tm ‘ Move: i] ﬂ] M ﬂ
System "FuzzyHS" 3 inputs, 1 output, and & rules | Opened system FuzzyHS, 8 rules I | Help Close |

(@) (b)

J Surface Viewer: FuzzyHS

File Edit WYiew Options

Lot
77
58
Red 2857 Green
X Ginput): | Green | ¥ Ginputy: | Red | Z (output: | outputt v
X grids: ‘;5 | | ¥ grids: ‘ 15 ‘ Evaius
Ref. Input: TR EN ST \ | | Help | Close | |
i 1
(©)

Fig. 5.3 (a) Adjustment of MF in FIS editor (b) FIS Rule Viewer (c) 3D surface of Output
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The fuzzy logic based classified image with different classes is shown in the Fig. 5.4

Legend
B BuiltUp

Il Water Bodies
B Cpen Land
I sandy Area
I Open Forest
W shadow

Road

0 500 1,000 2,000 km
[ Crop Land bttt

D
Fig. 5.4 Clagsified ima \V by Fuzzy Classification
The statistical parameters (mean a d dev‘on of training dataset are shown in the Table 4.

andstandard deviation values of training areas

Mean | St. Deviation
Open Forest
41.80 1.91
37.65 2.76
48.22 3.09
Open Land
94.17 5.36
120.06 5.79
59.70 2.20
Shadow
Green(mf3) 36.83 1.19
Red(mf3) 31.97 1.42
NIR(mf3) 26.77 1.86
Crop Land
Green(mf4) 53.90 2.41
Red(mf4) 68.70 4.25
NIR(mf4) 39.12 2.67
Sandy Area
Green(mf5) 48.41 1.41
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Red(mf5) 53.36 2.35
NIR(mf5) 41.45 1.39
Water Bodies
Green(mf6) 42.50 1.27
Red(mf6) 33.92 1.36
NIR(mf6) 21.71 1.44
Road
Green(mf7) 56.78 2.50
Red(mf7) 63.57 3.13
NIR(mf7) 34.18 2.53
Built Up
Green(mf8) 55.37
Red(mf8) 60.39
NIR(mf8) 30.83

Accuracy assessment: Accuracy assessment of object-oriented classification Fo RS-P6
random sampling methods were used for assessment of the accuracy by t
ERDAS. In LISS IV error matrix; classes have a good separability withou
separated. The overall accuracy achieved by object-oriented classification i

dataset stratified
Paoint Generation in
5 and built up are well

5.4 ANN CLASSIFICATION

The Neural Net technique for image classification in ENVI sta‘rd back propagation for supervised
learning as shown in Fig.7. Learning occurs by adjustlng ode to minimize the difference between
the output node activation and the output. Ti&er ugh the network and weight adjustment
is made using a recursive method.

A multi-layered feed-forward ANN is used t
layer, at least one hidden layer and one outp
Learning occurs by adjusting the weights in the
and the output. The error is back prop@gated throu
method.

andard back propagation for supervised learning.
inimize the difference between the output node activation
ork and weight adjustment is made using a recursive
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Fig. 5.5 Neural Network Classifier in ENVI software
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The supervised classification of LISS-IV dataset is carried out after creating training sites, and the task was
performed and the classification was carried out using neural network classification method. The classified image of

respective classifier and as well as area covered by individual class are shown as in Fig. 8.
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AR |
ima@8s of LISS 1V by ANN Classification

Accuracy assessment: A
which are calculated b
IV confusion matrix; ¢

f Neural Network Classification assessed using confusion matrix
ample using Ground Truth ROI in Post Classification of ENVI. In LISS

ifferent approaches reveals that object-oriented and Neural Network classification methods

provide better as compared to Unsupervised Classification and MLC.

Table 5.2 Overall accuracies (OA) & Kappa (K) achieved through various classification methods.

Dataset Unsupervised MLC Approach Fuzzy Logic Classification Neural Network
Classification Classification
LISS IV 66.00% 88.00% 89.26% 95.046%
(CA)
LISS IV 0.62 0.83 0.86 0.93
(K)
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6. CONCLUSIONS

Image classification methods and their efficacy with regard to differences in spectral and spatial resolutions have
been analyzed through the present study. The datasets comprised LISS IV data of IRS satellites pertaining to the
Jaipur area of Rajasthan. Identification of land use/land cover classes up to second and third levels has been
attempted by different classification approaches — pixel based(Unsupervised and ML Classification), object
based(Fuzzy Logic Classification) and Artificial Neural Network Classification. The performance of different
classification method was evaluated in terms of accuracy. It was found that LISS IV datasets can be classified up to
level 3 of land use/land cover classes of NRSC. Increasing the level of classification degrades the accuracy of
classification. Accuracy assessment of each method showed that objects based approach of classification is better
than pixel based classification. ANN confusion matrix shown the maximum accuracy in ab r method and
Fuzzy classification error matrix shown more accuracy than Unsupervised Classificatio
ANN Classification. Beside Accuracy assessment each classified image showed the se
method. In unsupervised classified image its show mixed pixels of the Road, Built Up diesbut other
classes are well separated. In MLC, its accuracy almost 20 percent greater than i
also does not separate Road and Built Up area pixels other are well separated but
not well separated. In Fuzzy Classification, beside accuracy is lower than
each class is better than other classification method. In Fuzzy, Roads, Bui
separated (figure). ANN Classification gets maximum accuracy then all m
Built Up area pixels properly.

It can be concluded that Surface water bodies and Built Up oads are be
classifier as compared to the MLC and Unsupervised Classi ] Fuzzy Logic Classification is the
better Method to classify LISS-IV dataset. Further i to be done to use a combination of
classification techniques to develop automated p f land use maps from remotely sensed
multispectral data.
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